**Peer response: Machine Learning Model Use in Risk Management**

Natali addresses the use of machine learning (ML) for financial fraud detection. She focuses first on supervised ML, namely by employing ensemble learning methods using gradient boosting machines (GBMs). GBMs are indeed effective at predicting instances of fraud (Botchey, Qin and Hughes-Lartey, 2020; Zhao and Bai, 2022). However, GBM training can be particularly demanding in terms of time and computing power. They are also prone to overfitting, and may suffer from poor interpretability (Natekin and Knoll, 2013; Russel and Norvig, 2021).

Some of the proposed challenges of supervised ML are the need for investments of money and time to develop specific infrastructure, which hinder swift implementation of new algorithms. One should add the complexity of integrating AI within legacy systems, and the difficulty in training existing staff to understand this technology and integrating it in their workflows (Davenport and Ronanki, 2018). Nonetheless, it should be noted that these are wider challenges of implementing AI in any scenario, not specifically of supervised ML.

Natali then describes unsupervised learning approaches, for example self-organising maps (a subtype of artificial neural networks) (Yadav, Ramu and Deb, 2023). In this case, unsupervised ML would group together transactions with similar features, without explicit legitimate/fraudulent labels, and outliers flagged as requiring investigation. This paradigm could help address the challenges mentioned with obtaining appropriately categorised data (as required for supervised ML). Another potentially useful approach is semi-supervised learning, where models are initially trained on a small subset of labelled data and refined on larger sets of unlabelled data (Russel and Norvig, 2021; Bergmann, 2023).

However, she raises doubts about the value of unsupervised ML given the need to identify the specific data points related to a fraud prediction (namely individual people or transactions). This seems to reflect a concern about model interpretability, or the need for data anonymisation, rather than its unsupervised nature. Self-organising maps are indeed limited by poor interpretability, but the same is true of some supervised models (such as GBMs). Moreover, both models have been the subject of recent developments to provide explainable outputs (Konstantinov and Utkin, 2020; Yadav, Ramu and Deb, 2023). Finally, pseudonymisation approaches can be employed so that the model is trained on pseudonymised identifiers, with identifiable data kept in a separate table (with restricted access). Unsupervised learning approaches may therefore prove valuable for fraud detection, possibly within wider risk-management platforms also leveraging supervised and semi-supervised models.
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